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Abstract 

With remarkable advancements in computing power and the emergence of Kubernetes clusters, 

application deployment in the cloud has effectively addressed numerous challenges related to 

accessibility, availability, security, and scalability. This transformation is particularly evident for 

complex applications that demand substantial computing resources, which can now run efficiently on 

platforms like Azure Kubernetes Service. This service provides access to high-performance GPUs and 

CPUs, allowing applications to harness computing powers for their computational needs. As powerful 

computing resources become increasingly accessible, application performance and functionality 

expectations have evolved significantly. Today, most modern applications are intricately reliant on 

data for training machine learning models, data mining, or executing advanced image processing 

tasks. This heavy reliance on data necessitates the ability to process large datasets with remarkable 

speed and accuracy. The In-Memory database has emerged as an invaluable solution to meet these 

stringent requirements. This approach enables data storage in memory, accelerating computational 

algorithms and enhancing fast caching capabilities. It streamlines application data processing and 

offers a significant advantage over traditional methods that rely on files or conventional on-disk 

databases. 
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Introduction: 

Complex and resource-intensive computation and data processing applications present significant challenges 

that can be grouped into two primary areas. Firstly, the algorithms and overall system design involved in 

these applications can be quite complex, often requiring deep expertise and careful consideration of 

numerous domain-related challenges. Secondly, the necessity to execute these algorithms and manage 

extensive datasets can be both critical and complicated, mainly when timely results are essential for 

decision-making processes. In this demanding environment, introducing additional overhead—such as 

managing incoming data streams and preparing this data for computation—can hinder performance and 

efficiency. This is precisely where the advantages of in-memory databases become invaluable for designing 

and implementing complex applications. By leveraging an in-memory database, systems can effectively 

handle data at remarkable speeds, dramatically boosting processing efficiency and response times. 

Furthermore, in-memory databases enhance data caching capabilities, allowing frequently accessed data to 

be stored in a manner that vastly improves data transaction speed. This fact is particularly advantageous for 

applications requiring rapid access to large volumes of data. Additionally, including Publish and Subscribe 

features within in-memory databases is highly beneficial for the design of cloud-based applications, 
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enabling seamless communication between various data sources and ensuring that data is instantaneously 

available to the subscribers on publishing. Integrating in-memory databases significantly enhances the 

functionality and performance of complex computational applications deployed on Kubernetes clusters. 

 

Related Studies: 

Yonatan Gottesman, Joel Nider, Ronen Kat, Yaron Weinsberg, and Michael Factor[1] from IBM Research 

have conducted research on modifying the well-known Redis database to be compatible with Storage Class 

Memory. This modification resulted in a significant average latency reduction of 43% and an average 

throughput increase of 75%.  

Abdullah Talha Kabakus and Resul Kara[2] extensively evaluated various read and write cycles across 

different record sizes and databases. The results were impressive, clearly demonstrating that the Redis 

database is more efficient than other databases in their experiments. 

Security validation is a crucial aspect of any technology, including databases used in the cloud. Numerous 

studies have been conducted on various in-memory databases. One notable research paper is titled “Security 

Assessment of NoSQL MongoDB, Redis, and Cassandra Database Managers,”[3] authored by Ricardo 

Andrés González Sánchez, Davor Julián Moreno Bernal, and Hector Dario Jaimes Parada. The findings 

from their study indicate that no database is 100% secure from injection attacks. However, it is evident from 

their analysis that Redis demonstrates moderate security compared to the others. 

Another notable and thorough evaluation of Redis and MongoDB can be found in a study by Nadia Ben 

Seghier and Okba Kazar. Their paper, "Performance Benchmarking and Comparison of NoSQL Databases: 

Redis vs MongoDB vs Cassandra Using YCSB Tool,"[4] focuses on benchmarking three major databases: 

Redis, MongoDB, and Cassandra. They, along with several other researchers, conclude that Redis is more 

efficient in read operations, which include Read Only, Read Mostly, Heavy Update, and Read-modify-write 

scenarios. 

These studies summarize that Redis is a strong candidate for in-memory database needs when designing a 

complex application, whether it is intended to run on the cloud or on-premises. 

 

Problem Description: 

One key behavior of heavy applications running on the Kubernetes cluster is that it may require some 

standard protocol to communicate with an external application or device. At the same time, the application 

may not have enough bandwidth to handle the data, process the data, and set up the data in an acceptable 

form for the data processing or computational module to process this data. There are different programming 

methods to handle the data read from the external applications, which are not efficient enough. Some 

techniques[1] used are given below: 

1. Application Data Structure: This can be visualized as the application directly reads and manages data 

in data structures like linked lists, as a List, or something similar. However, this must be developed 

and maintained as part of the application software. Synchronization of incoming data is an overhead 

to the application, especially when the application is developed for time-critical tasks.  

2. Multi-Threading: This method is preferred over the application's main process thread reading data. 

Additional threads must be developed as part of application development and must be maintained 

and monitored. This is, again, a complex task. 

3. Traditional database: An on-disk or hybrid database may look like a problem solver, as external 

applications can write data to it, and the application software needs to use the data from the database 

to perform computation or data processing. However, this is inefficient in a time-critical project, as it 

can slow down the entire system. 
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In-Memory Database Solution: 

The In-Memory database is a program that creates and manages the database purely in the memory and does 

not use the disk. Even if the In-Memory database is managed on the memory, most of the In-Memory 

database providers provide the option to have a persistent database. From the research studies by various 

researchers[2], it seems clear that the Redis Database is the most efficient In-Memory data that can be used 

to manage the data in a time-critical application[4]. Two major key features Redis provides are a very 

efficient Key-Value pair database and a publish-subscribe mechanism for data exchange. 

1. Key-Value Pair database: This is Redis' basic database functionality. The application can store data 

as a key-value pair, where the key is unique, and the value can be updated at any time[5]. This is 

simple, and most programming languages welcome it as it provides a highly efficient mechanism to 

store programming data like start-up configurations, intermediate data, user profiles, etc… 

2. Publish/Subscribe (Pub/Sub) Mechanism: The Redis Pub/Sub model is an excellent design option for 

creating an efficient software architecture to develop the Kubernetes application that can seamlessly 

receive data or messages from other applications instantaneously and send messages to other 

applications to act on that message instantaneously. With this, asynchronous communication can be 

implemented much more efficiently without tightly coupling the communication module to the 

application. In the Redis Pub/Sub model, Redis acts as a broker that manages various named data 

channels. The broker accepts requests from various applications to subscribe to an existing Redis 

Channel. Applications that are subscribed to a named channel will get all the messages published to 

the channel. Similarly, Redis accepts request applications to publish to an existing named channel, 

and the publisher application can publish messages to the corresponding channel. 

 
Figure 1: Redis Pub/Sub Model 

 

Figure 1 illustrates the Redis Pub/Sub model. In this model, Application App1 is a publisher to 

channel 1 and a subscriber to channel 2. Application App2 is a publisher to channel 2 and a 

subscriber to channel 1. Application App 3 is not a publisher but a subscriber to channel 1 and 

channel 2. If application App1 publishes any message on channel 1, App2 and App3 receive those 

messages instantaneously. Similarly, if App2 publishes any messages to channel 2, App1 and App3 

receive the messages instantaneously. This model is instrumental in creating architecture for cloud 

infrastructure with multiple internal and external applications including applications running on the 

Kubernetes cluster. 
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Using Redis In-Memory Database in Kubernetes Application: 

The basic and most essential thing in building a Kubernetes application[8] is to build the Docker image, and 

without a doubt, the Docker file is the key to building the image. It is easy for a developer to write a docker 

file from scratch if the resources and the versions of the operating system, packages, and tools are known. 

Redis provides Redis Docker Image that is built on Ubuntu to start the application development. 

 

 
Figure 2: Redis/Ubuntu Docker Image 

 

Figure 2 provides a view of a typical docker image stack that is configured for an application to run. On the 

docker file, the Redis/Ubuntu image can be pulled, and the application and its dependencies can be added 

using the following algorithm: 

➔ Use the “FROM” command to add the Redis Image to the Docker file 

➔ Use the RUN command, run the Ubuntu OS update command using the apt-get command 

➔ Use the RUN command, install the necessary package to support the application execution using the 

apt-get command 

➔ Use the “COPY” setup, copy the application to the predefined folder from the local folder 

➔ Use the “EXPOSE” command, open a dedicated port for communication. Redis uses this port to 

communicate with other applications using the PUB/SUB mechanism. 

➔ Using the “CMD” setup to start the application. 

Finally, once the Docker file is completed, build it using the docker build command.  

For the Kubernetes application, the docker images are generally added to the cloud container registry. The 

images are then deployed to the kubernates cluster from the container registry. Figure 3 give the pictorial 

representation of Container Registry and deployment to the Kubernates cluster. 

 
Figure 3: Storage and Kubernetes Deployment of Docker Image 
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Conclusion: 

Kubernetes services by Cloud providers provide a great platform to deploy heavy and complex domain-

specific applications. In-memory databases like Redis provide an excellent data management mechanism to 

store and act on the data in Memory, thereby reducing latency and increasing the throughput and efficiency 

of the application. On top of this, Redis provides a publish/subscribe mechanism to send messages to the 

applications that like to receive the message and listen to messages from the applications that are expected 

to send the message. This removes the application's overhead from managing data transfers. Now, the 

overhead is entirely handled by Redis Data Broker. In the cloud, the publish and subscribe mechanism 

makes even more sense, as the container in Kubernetes has a specific address and port that can be used to 

communicate with the application. Overall, the In-Memmory database is an excellent option when designing 

real-time or near real-time software for both On-Prem and cloud requirements. 
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