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Abstract  

Cardiovascular diseases (CVDs) continue to be the primary cause of morbidity and death. Several machine 

learning techniques are used to build a model for predicting the occurrence of heart disease. This study set 

out to determine how predictive analytics and computational statistics may work together to transform 

cardiovascular health decision-making by providing new perspectives on risk assessment, individualized 

treatment, and resource management. Regardless of language restrictions, each work of published literature 

from its release in 2015 until April 2023 was carefully reviewed in various kinds of electronic databases. Out 

of the 32 publications that were found during the search, 12 were included in the systematic literature. The 

results of the study showed that the ratio of heart disease deaths has decreased when these computerized 

learning-based expert medical decision-making systems were implemented. For nations dealing with a 

physician shortage and an overburdened healthcare system, machine learning presents a great potential. It is 

crucial to medicine because it can identify patterns in large data sets and make it easier to identify diagnostic 

markers linked to risk or illness. Based on analysis, it has been shown that no one data mining approach or 

classifier can consistently yield the best results for all types of healthcare data. Anatomic models specific to 

each patient are created using 3D imaging methods like CT and MRI to study circulation in the human 

cardiovascular system. Unlike the anatomic model, the patient-specific physiologic model is an abstract 

model that is based on the equations regulating blood flow in arteries and unique to the patient's diagnostic 

data, particularly blood circulation and pressure measurements. 
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1. Introduction 

A vital aspect of everyone's life is their health. But due to a variety of factors, including poor lifestyle choices, 

psychological strain at work, stress at work, and environmental hazards like pollution and unsafe working 

conditions, millions of people globally suffer from chronic illnesses like cardiovascular diseases (CVD), 

which damage the heart and blood vessels and can be fatal or severely crippling [1]. Globally, cardiovascular 

diseases (CVDs) continue to be the primary cause of morbidity and death [2]. The Global Burden of Disease 

Report 2019 [3] states that the prevalence of CVD is rising gradually, with 523 million cases reported in 2019. 

Of those cases, 18.6 million fatalities occurred, or one-third of all deaths. 
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Experience both domestically and abroad demonstrates that early identification and efficient management of 

high-risk populations through intervention is a clear technical path and an affordable preventative and control 

program that can raise life expectancy, enhance health and quality of life, and lessen the burden of disease 

nationally [4]. It has been discovered that a range of variables, including as genetic information, symptoms, 

lifestyle, and risk factors, are necessary for the correct prediction of cardiovascular disease (CVD) [5]. Using 

data to find trends and forecast future occurrences with confidence is known as predictive analytics [6]. 

Clinical prediction models (CPMs) are tools for estimating the likelihood of certain clinical outcomes. They 

have the potential to enhance clinical decision-making and personalize treatment [7, 8]. In contrast, 

computational statistics use mathematical models and algorithms for the purpose of data analysis and 

interpretation. Combining these two fields of study might revolutionize the way decisions about 

cardiovascular health are made by offering a thorough and individualized approach [9, 10]. Thus, the purpose 

of this work is to demonstrate how the combination of computational statistics and predictive analytics may 

transform the way that cardiovascular health decisions are made. 

 

2. Literature Review 

Researchers have developed a model to predict cardiac illness using a variety of machine learning approaches. 

For the purpose of identifying cardiac problems, Singh and Kumar advise utilizing machine learning 

techniques [11]. The UCI machine learning repository provided the database that was used in this 

investigation. This study demonstrates that, with an accuracy rate of 90%, the Random Forest method 

produces the best outcomes when compared to other machine learning strategies. Different data mining 

strategies for evaluating heart disease prediction are described by Bhatla et al. [12]. Neural networks with 

fifteen characteristics perform better than any other data mining technique, according to the findings. Another 

study conclusion is that by using a GA and feature subset selection, the Decision Tree may achieve high 

accuracy. Using a data mining method, Dehkordi et al. created a prediction model on the basis of the 

prescription [13]. 

To improve the system's accuracy, they suggested using the skate algorithm. Boosting and bagging are similar 

to skating, an ensemble technique [14]. Four distinct categorization techniques—decision trees, Naive Bayes, 

K-NN, and skating—have been compared and contrasted. They've shown that skating is the most accurate 

classifier available. The accuracy rating of this classification method is 73.17% [15]. Jan et al. used two 

benchmark datasets collected from a UCI repository to create an ensemble data mining technique that makes 

use of five distinct classification algorithms [16]. 

Soni et al. have employed decision trees in combination with GA to enhance the effectiveness of classification, 

in contrast to the other two approaches—cluster-based classification and Naïve Bayes [17]. It is found that 

the proposed method has 99.2% accuracy. Mansoor et al.'s study [18] looked at how well the classification 

algorithms logistic regression and Random Forest performed in assessing the risk susceptibility of 

cardiovascular patients. They have shown that the random forest categorization method is not as effective as 

the logistic regression model. The random forest model has an accuracy of 88%, whereas the logistic 

regression model has an accuracy of 89%. Austin et al. [19] compared the performance of regression trees 

with that of classic classification trees. Conventional logistic regression is a useful tool for assessing cardiac 

disease risk [20]. 

2.1 Predictive Analytics in Cardiovascular Risk Assessment 

According to estimates from the World Health Organization, roughly 17 million fatalities worldwide are 

attributed to CVDs, making up around 31% of all deaths. Many lives can be saved and patients may recover 

from CVD with early diagnosis [21, 22]. Cardiologists still have difficulties in making early diagnoses and 

treating patients. All conventional models of CVD risk assessment implicitly presume a linear relationship 

between each risk factor and the outcome of CVD. These models frequently oversimplify intricate 
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connections, such as those involving several risk variables and non-linear interactions [21]. It is important to 

appropriately include a variety of risk variables and identify the subtle correlations between the risk factors 

and results. Routine clinical data and machine learning (ML) have not yet been used to prognostic CVD 

evaluation in a large-scale investigation [23]. Several ML-based models for the identification of CVD have 

been presented in recent years.A cardiologist can treat a patient more appropriately by using machine learning 

(ML) to anticipate ailments early on [24]. Numerous machine learning (ML) approaches exist, each having 

pros and cons, including decision trees, artificial neural networks, support vector machines, and K-Nearest 

Neighbor (K-NN) [25, 26]. These techniques have been used in larger domains such as skin illnesses [30], 

human heart (echocardiogram signals) [29], and liver [28]. Each approach produces different results because 

of various limitations. Further room exists for the development of automated CVD detection utilizing 

additional ML models with higher performance, according to observations from previous research [31]. 

Every common model for assessing CVD risk implicitly assumes that there is a linear relationship between 

every risk factor and the outcomes of CVD [32]. As a result, these models run the danger of oversimplifying 

intricate connections that involve several risk variables and non-linear interactions. It is necessary to 

investigate methods that more effectively take into account a variety of risk variables and ascertain more 

complex correlations between risk factors and results [33]. With its alternative approach to traditional 

prediction modeling, machine-learning (ML) has the potential to overcome existing drawbacks. By more 

effectively utilizing "big data" for algorithm development, it has the potential to revolutionize medicine [34]. 

Machine learning (ML) is an offshoot of the field of computational learning, or "artificial intelligence," and 

pattern recognition research [35]. By minimizing the error between expected and observed outcomes, this 

method depends on a computer to understand the intricate and non-linear relationships between variables [8]. 

ML may uncover latent variables, which are unlikely to be seen but may be deduced from other factors, in 

addition to possibly enhancing prediction [36]. 

This study set out to determine how predictive analytics and computational statistics may work together to 

transform cardiovascular health decision-making by providing new perspectives on risk assessment, 

individualized treatment, and resource management. 

 

3. Methodology 

The systematic review carefully followed a defined process and complied with PRISMA criteria [37]. Finding 

pertinent research by searching via the four databases was the first step. 

3.1 Data Strategy 

The ScienceDirect, Cochrane Library, IEEE Xplore, and PubMed databases were used in this investigation. 

The database of PubMed in 2023. These libraries were chosen because they are leaders in the area and 

consistently publish high-caliber, mostly peer-reviewed research. Following that, as indicated in Table 1, the 

following keywords were defined using various Boolean operators to search the query. 

Table 1: Keywords 

Topic Keywords Search 

Integrating 

predictive 

analytics and 

computational 

statistics for 

cardiovascular 

health 

decision-

making 

Predictive 

analytics, 

Computational 

statistics, 

Cardiovascular, 

and health 

decision-

making 

("predict"[All Fields] OR "predictable"[All Fields] OR 

"predictably"[All Fields] OR "predicted"[All Fields] OR 

"predicting"[All Fields] AND ("analyte"[All Fields] OR "analyte 

s"[All Fields] OR "analytes"[All Fields] OR "analytic"[All Fields] 

AND ("computational"[All Fields] AND "statistics"[All Fields]) 

OR "computational statistics"[All Fields]) AND ("cardiovascular 

system"[MeSH Terms] OR ("cardiovascular"[All Fields] AND 

"system"[All Fields]) OR "cardiovascular system"[All Fields] OR 

"cardiovascular"[All Fields] OR "cardiovasculars"[All Fields]) 
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AND ("health"[MeSH Terms] OR "health"[All Fields] OR "health 

s"[All Fields] OR "healthful"[All Fields] OR "healthfulness"[All 

Fields] OR "healths"[All Fields]) AND ("decision making"[MeSH 

Terms] OR ("decision"[All Fields] AND "making"[All Fields]) OR 

"decision making"[All Fields])) 

It is ineffective to choose relevant items by doing keyword-specific library searches. In order to create efficient 

searches, logical operators like "AND" and "OR" were used to combine the terms. Next, each library is 

subjected to the search query to identify articles published within the previous ten years (2013–2023). Similar 

keywords are found for each keyword phrase because a single keyword is insufficient to find pertinent 

research studies. 

3.2 Screening of Articles 

Once the relevant articles have been obtained from all the databases, remove the duplicates. After that, the 

abstracts, titles, and readings of the entire texts were used to evaluate the articles. Ultimately, 12 papers were 

selected for additional review and quality assessment (Appendix 1). 

3.3 Inclusion and Exclusion Criteria 

All retrospective, cross-sectional, longitudinal, and interventional studies were considered.   It seemed 

appropriate that the piece be published in English. The non-English title and abstract of a study written in a 

language other than English are assessed. An attempt is made to translate the complete text if it is thought to 

be pertinent to the research outcomes of interest. The publishing year must to fall between 2015 and 2023. a 

unique research; instead, it incorporates information from conference abstracts, reviews, and other sources. 

There is no usage of English in the language. 

3.4 Quality Appraisal Tools 

In a systematic review, factual analysis and an assessment of the evidence's dependability are required. The 

CASP approach must be applied in order to evaluate the data's dependability as well as each study's inherent 

biases. The appropriate risk of bias score was determined by accounting for the construction of timelines, 

measurement mistakes, blinding, partial assessments, selective the efficacy of, and other biases [38]. 

3.5 Data synthesis strategy 

The findings were reported in accordance with PRISMA criteria. Using themes identified in the recovered 

data, the study's results were condensed into a narrative account. A preliminary synthesis of the research 

findings from the included studies, an examination of the linkages between the studies, and a grading of the 

synthesis's strength were all part of the technique used to perform the study. 

 

4. Result and Discussion 

The process of selecting studies resulted in the creation of 395 distinct publications. A total of thirty-two 

articles underwent full-text assessments, and twelve articles were rejected based only on their abstracts or 

titles. After applying the exclusion criteria, 12 studies were located, and their quality was assessed. One 

research was omitted as it lacked identifying information. Part of the already-highlighted point is that the 

comprehensive synthesis of the key concerns fully met the predetermined goals of the current systematic 

review. Predictive analytics and computational statistics may work together to transform cardiovascular health 

decision-making that are relevant to the goals of the current systematic review. 
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Figure 1: PRISMA Diagram 

(The methodical review, elimination, and article selection processes are depicted in Figure 1.) 

 

4.1 Theme 1: Predictive Analytics in Cardiovascular 

ML techniques may support clinical management and experts investigate exceptional performance in several 

medical applications, including medical image analysis, language processing, and tumor or cancer cell 

identification. Algorithms for machine learning categorization have been introduced into clinical treatment 

[21]. Techniques for categorization can be used to extract knowledge. Practitioners can enhance patient 

outcomes and make better judgments by using accurate cardiac disease prediction [23]. Logistic regression 

(LR) and other machine learning-based techniques have been widely used in the early diagnosis of cardiac 

disease [11]. These expert medical judgment systems based on machine learning have reduced the ratio of 

death from heart disease. Machine learning holds considerable promise for nations grappling with a physician 

shortage and an overworked healthcare system. Because it can identify patterns in vast volumes of data and 

make it easier to identify diagnostic markers linked to disease or risk, it is crucial to medicine [17]. Created a 

cutting-edge deep learning system that uses face footage from an RGB camera to instantly predict heart rate 

[4]. An LSTM neural network model was presented by Singh and Kumar [11] for the early identification of 

heart failure (HF). Their suggested model was contrasted with many baseline models, including multilayer 
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perceptrons (MLP), logistic regression, k-nearest neighbor (KNN), and support vector machines (SVM). The 

results show that the proposed model has the greatest accuracy when compared to other algorithms. 

In a variety of health science applications, the subject of diabetes mellitus is expanding quickly [16]. Smart 

cardiac disease prediction systems and appropriate DM-based categorization approaches can result in low-

cost, high-quality healthcare services with respect to accuracy. The decline in avoidable mistakes and the 

rising expense of healthcare are the primary drivers driving the digitalization of health data and the use of soft 

computing solutions. Figure 2[16] illustrates the basic operation of the fuzz computational-based DM 

framework for health informatics. 

 

 
Figure 2: Adaptive DM model [16] 

 

4.2 Theme 2: Computational Statistics for Personalized Medicine 

The phrase "data mining" refers to a broad range of methods for obtaining valuable information from (big) 

data sets. Despite the fact that a sizable fraction of CVDs are avoidable, their prevalence is mostly due to 

insufficient preventative interventions. Heart attacks and strokes accounted for 7.3 million and 6.2 million, 

respectively, of the 17.3 million cardiovascular fatalities that occurred in 2008 [12]. 

 
 

Figure 3: Distribution of major causes of deaths including CVDs. 

Most researchers utilized the UCI machine learning library to diagnose heart disease in cases when only a few 

critical medical characteristics were present. According to observations, certain algorithms undoubtedly had 

the greatest accuracy but were unable to lower the number of heart disease detecting features [21]. A patient 

will naturally need to take fewer tests if there are fewer qualities employed in the identification of heart 

CVDs Causes 
of Death

Other 
NCDs 33%

Injuries 
9%

C, M, P, 
and NC 

27%

Cardiovas
cular 

Diseases 
31%
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disease. By eliminating extraneous and irrelevant features from the dataset and selecting just those that are 

most useful for the diagnosis, algorithms can perform better [6]. 

Efficient diagnosis and/or prognosis of heart attacks by data mining techniques and approaches that 

significantly improve patient health and overall medical service quality. Based on analysis, it has been shown 

that no one data mining approach or classifier can consistently yield the best results for all types of healthcare 

data [23]. To get better results, hybrid or integrated data mining techniques can be applied, such as combining 

several classifiers, combining clustering with classification or association, etc. [17]. In conclusion, the UCI 

machine learning repository was utilized for testing, and the outcomes in risk prediction demonstrated a 

considerable improvement in accuracy, sensitivity, and specificity between the suggested clinical decision 

support system and the network-based system [12]. 

4.3 Theme 3: Optimization of Healthcare Resources 

Clinical notes, including clinical, transfer, and discharge notes, can be transformed into structured text using 

natural language processing (NLP) in a way that is predefined and prepared for analysis [9]. For those working 

in health information management (HIM), this can be a very helpful tool because it can process text 

immediately. Additionally, it may be used by organizations to streamline communication between caregivers, 

offer a more cost-effective way to collect and analyze clinical information, and automate coding, which is a 

crucial administrative duty associated with keeping medical records, billing, and being paid. The drawback 

of most NLP systems is that they struggle to handle non-grammatical content that contains telegraphic 

phrases, bullet points, and incomplete sentences [9, 16]. 

The trend of automation in the coming decades will be sustained by the quick advancements in machine 

learning and artificial intelligence as well as the latest advancements in ubiquitous computing and neural 

network (neuromorphic) hardware technologies, which enable machines to match human-like cognitive and 

perceptual abilities [10]. Every day, diagnostic mistakes happen at a rate of around 3%–4% on average. The 

percentage of retrospective error for interpreting abnormal results is 32%. Despite decades of study, these 

large mistakes still occur. The availability of previous or comparable imaging, clinical history, interruptions 

during actual clinical justifications of imaging, diagnostic quality of imaging facilities involving artifacts, and 

processes factors like fatigue and turnaround time are a few examples of elements that may affect radiology 

performance [10, 21]. Expert radiologists' ability to identify chest X-ray pictures might be useful in supporting 

medical professionals in clinical situations. The models performed as predicted and required little effort to 

use. The developers were very motivated to present an elegant internal view of the workings of the deep 

learning model in the hidden layers and how it made the classification, given the advanced backend [14]. 

Due to its benefits and convenience of use, mobile health (mHealth) is becoming more and more popular. It 

has been demonstrated to increase service quality at a reasonable cost. The ECEB seeks to give information 

and skills pertaining to the majority of ENC components to women and families, as well as to educate all 

healthcare professionals. Based on the various infant situations, the ECEB action plan outlines care that must 

be provided from the moment of birth to 24 hours following delivery. It lessens the cognitive strain of caring 

for several infants and aids in spotting any performance gaps in medical professionals [20]. 

4.4 Theme 4: Computational Techniques in Decision-Making 

Predicting the result of a therapeutic option selected for a specific patient based on information from "similar" 

medications previously administered to other persons with comparable characteristics is one aspect of 

decision-making, which is mostly based on experience and empirical data [20]. Although statistical tools for 

decision-support can help with this process, they still primarily rely on empirical data that might not be entirely 

correct in describing the specifics of that problem. In other words, this decision-making process lacks 

knowledge or projections about the future for each given patient, despite being loaded with information about 

past and present events for other subjects [10, 23]. 
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In the predictive medicine paradigm presented here, a physician would build an anatomy and physiology 

model of a patient using diagnostic data. The physician may then predict how the patient would respond to 

different therapies given under different physiological conditions by utilizing simulation techniques 

incorporated into a simulation-based healthcare management computer program [9]. Anatomic models 

specific to each patient are created using 3D imaging methods such as CT and MRI to simulate blood flow in 

human blood vessels. Unlike the anatomic model, the patient-specific physiologic model is an abstract model 

based on the equations regulating blood flow in arteries and patient-specific diagnostic information including 

circulation stream and pressure measurements [12, 14]. 

Blood flow simulations in simulations representing the recommended therapies can be used to predict 

treatment results when the patient-specific model has been created [17]. Treatment planning has taken a 

revolutionary turn with the use of simulation-based, predictive medical planning techniques in clinical 

settings. In the event of a cardiovascular disease, these methods might assist medical professionals in 

developing medication regimens tailored to each patient that improve blood flow [11]. Understanding the 

effects of hemodynamic conditions on vascular adaptation and illness, as well as determining the optimal 

hemodynamic parameters for a given patient, should lead to the development of better medicines to improve 

patient care [4]. 

 

5. Conclusion 

This study predicts cardiovascular disease using a variety of machine learning-based methods. The usefulness 

of these methods has been evaluated, and a comparative analysis has been finished. Various machine learning 

approaches to construct a heart disease prediction model. These expert medical judgment systems based on 

machine learning have reduced the ratio of death from heart disease. The study's result showed Machine 

learning holds considerable promise for nations grappling with a physician shortage and an overworked 

healthcare system. Because it can identify patterns in vast volumes of data and make it easier to identify 

diagnostic markers linked to disease or risk, it is crucial to medicine. Research has shown that no single data 

mining method or classifier can consistently yield the best results for all types of medical data. Anatomic 

models specific to each patient are created using 3D imaging methods like CT and MRI to study blood flow 

in the human body's cardiovascular system. By methodically examining the effectiveness of the various 

elements, the physicians will be assisted in efficiently preserving the data. Rather than capturing and archiving 

every characteristic, the data management team may store just the ones that are critical for heart disease 

prediction. Using a data set from the machine learning repository, the simulation was run, and the findings 

guaranteed that the accuracy, CPU use, and processing time of the suggested system would increase 

dramatically in the future. Future research may examine varied environments. 
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Appendix 1 

Table 2: Data extracted 

Ref 

No. 

Aim Model Key Findings 

[4] Assess the 

necessity of 

machine learning 

and look at the 

possible 

drawbacks and 

difficulties in 

applying it to 

cardiovascular. 

➢ machine learning 

➢ cognitive learning, 

➢ deep learning 

➢ and reinforcement 

learning-based methods 

➢ The factors that influence the modeling 

challenge include data heterogeneity, 

➢ data depth, data breadth, machine 

learning 

➢ and feature selection techniques chosen, 

and orthogonal evidence. 

[14] An essential 

diagnostic tool for 

respiratory 

disorders is a chest 

X-ray. 

Chest X-rays. ➢ X-rays of the chest and placing them 

into a GPU server with the algorithm for 

machine learning-based diagnosis of 14 

lung diseases 

[10] how the 

performance of 

humans and AI 

might enhance for 

detecting 

pneumonia in chest 

X-rays. 

Chest X-rays ➢ useful in actual clinical practice 

➢ AI domain a more objective and 

replicable framework 

➢ to reduce cognitive errors in imaging 

[20] Testing the 

Usability of a 

Mobile App for 

Decision Support 

ECEB Program ➢ The ECEB action plan's usefulness, the 

complexities of tracking, monitoring, 

➢ and caring for many newborns, 

➢ and the key newborn care practices 

followed by healthcare providers 

[9] the performance of 

a NLP model 

 

NLP and conventional 

machine learning models 

➢ Deep learning models outperform other 

mapping techniques. 

➢ 70.7% and 63.9% accuracy, 

respectively, are projected for the top-

50 ICD-9 codes associated with 

diagnoses and procedures. 

[11] determine the 

machine learning 

Machine Learning 

Algorithms 

➢ Using the UCI repository dataset for 

training and testing, 

https://doi.org/10.1371/journal.pone.0096407
https://doi.org/10.1177/2632084320947559
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algorithms' 

accuracy in 

predicting cardiac 

disease. 

➢ prestigious support is provided for the 

prediction algorithms  

[17] approaches for data 

mining used in the 

prediction of heart 

disease 

KNN, Neural Networks ➢ the accuracy of Bayesian classification 

and decision trees is further improved. 

➢ reduce the real data size to obtain the 

ideal subset of attributes required for 

heart disease prediction. 

[23] prediction model to 

be used in the 

diagnosis of 

medicine 

Machine learning 

Cleveland heart disease 

dataset 

➢ Treatment is provided to patients to 

reduce their chance of illness. 

➢ Human tissues or blood are taken to 

forecast cardiovascular illnesses. 

[21] Making informed 

judgments in the 

presence of 

sickness analysis 

machine learning and 

predictive analytics 

➢ SVM and KNN have not outperformed 

ANN, RF, LDA, DT, and 

➢ confusion matrix in terms of accuracy, 

recall, F1-score, and error rate. 

[6] evaluates the risk 

of CVD in 

individuals with 

type 2 diabetes 

using machine 

learning 

algorithms 

prediction model utilising 

administrative data 

➢ The network- and machine learning-

based risk prediction model employing 

administrative data is demonstrated by 

the classifiers' accuracy, which varied 

from 79% to 88%. 

[12] recent introduction 

of data mining 

tools for the 

prediction of heart 

disease 

Neural networks ➢ Using 15 characteristics, neural 

networks have surpassed all other data 

mining approaches. 

➢ They have also demonstrated the 

greatest accuracy, or 100%, to date. 

➢ Decision trees have also done well, 

using 15 attributes to achieve 99.62% 

accuracy. 

[16] An assessment of 

cardiovascular risk 

using predictive 

modeling 

DM model ➢ Excellent diagnostic performance in 

terms of predicted accuracy and 

dependability; 

➢ affordable and timely predictive option 

possessing an easy-to-use graphical 

user interface 

 

 


